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ABSTRACT 

Autonomous railway inspection with unmanned aerial vehicles (UAVs) has huge 
advantages over traditional inspection methods. As a prerequisite for UAV-based 
autonomous following of railway lines, it is quite essential to develop intelligent 
railway track detection algorithms. However, there are no existing algorithms 
currently that can efficiently adapt to the demand for the various forms and 
changing inclination angles of railway tracks in the UAV aerial images. To 
address the challenge, this paper proposes a novel anchor-adaptive railway track 
detection network (ARTNet), which constructs a dual-branch architecture based 
on projection length discrimination to realize full-angle railway track detection 
for the UAV aerial images taken from arbitrary viewing angles. Considering the 
potential capacity imbalance of the two branches that can be caused by the 
uneven distribution of railway tracks in the dataset, a balanced transpose co-
training strategy is proposed to train the two branches coordinately. Moreover, an 
extra customized transposed consistency loss is designed to guide the training of 
the network without increasing any computational complexity. A set of 
experiments have been conducted to verify the feasibility and superiority of the 
ARTNet. It is demonstrated that our approach can effectively realize full-angle 
railway track detection and outperform other popular algorithms greatly in terms 
of both detection accuracy and reasoning efficiency. ARTNet can achieve a mean 
F1 of 76.12 and run at a speed of 50 more frames per second. 

 

1 INTRODUCTION 
The rapid and effective inspection of the infrastructures in the 
area for train traveling is of great significance to the safe 
operation of railway systems. Currently, most of the facilities 
of the railway industry are inspected via human or inspection 
vehicles (Ying et al., 2014; Gibert et al., 2017; Zhong et al., 
2022). The inspection vehicles have to occupy the train 
operation diagram and thus shorten the running time for other 
normal trains. Manual inspections are fairly inefficient and 
labor-intensive for railways extending thousands of miles. 
Usually, patrol workers and inspection vehicles can only be 
limited to a very short maintenance time window at night to 
conduct railway inspections under difficult lighting 
conditions, especially for high-density lines like the Beijing-
Shanghai high-speed railway. Even if supplementary light 

devices can be used at night, the quality of inspection based 
on human visual observation will be greatly compromised. 
The data collected by optical sensors deployed on the 
inspection vehicles will also be quite unsatisfactory because 
of the unavoidable information losses. As a result of the 
situation, subsequent defect positioning and detection will be 
adversely affected. 

In recent years, unmanned aerial vehicles (UAVs) and 
deep learning have been developed rapidly and widely 
applied to the civil infrastructure field (Rafiei and Adeli, 
2018; Rafiei and Adeli, 2018) including the railway operation 
and maintenance filed (Li et al., 2022; Oudshoorn et al., 2022; 
Wang et al., 2023) and other fields (Martins et al., 2020; 
Macias-Garcia et al., 2021; Cheng et al., 2023) because of 
their superior performance. The mounted camera on UAVs is 
developed to inspect the inaccessible or unreachable areas of 
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civil structures and facilities effectively. Researchers have 
taken excellent advantage of UAVs to investigate cracks or 
damage detection and assessment for bridges (Yeum and 
Dyke, 2015; Kang and Cha, 2018; Liu et al., 2020) and other 
civil structures (Jiang and Zhang, 2020), vision-based bridge 
component recognition (Narazaki et al., 2020) and cable force 
estimation (Tian et al., 2021), civil structural health 
monitoring (Kang and Cha, 2018; Xu et al., 2020), structural 
displacement or deflection measurement and monitoring 
(Weng et al., 2021; V. Shajihan et al., 2022; Zhuge et al., 
2022), 3D reconstruction (Xu and Liu, 2022), construction 
site monitoring (Bang et al., 2022), and post-disaster damage 
assessment of buildings (Cheng et al., 2021). UAVs are also 
widely adopted in the field of power line monitoring (Kim et 
al., 2020) and the application of this technology is becoming 
more and more mature (Foudeh et al., 2021). Moreover, with 
the emergence of payloads with better performance that can 
integrate a variety of high-precision sensors, UAVs are more 
empowered to conduct inspections of various key 
infrastructures with greater potential. The application of 
UAVs for railway infrastructure inspection also has huge and 
unique advantages over traditional inspection methods. 
UAVs can efficiently collect data on railway facilities from 
railway lines in service without occupying the train operation 
diagram in a non-contact remote sensing way. Therefore, as 
an important auxiliary inspection technique other than the 
traditional inspection methods, UAV-based railway 
inspection is a crucial research trend for high-speed railway 
safety operations. 

In light of their superior advantages, some researchers 
have exploited UAVs to investigate: 1) image based: railroad 
track components inspection (Guo et al., 2021), small objects 
detection of railway scene (Li et al., 2020), rail surface 
defects detection (Wu et al., 2018; Wu et al., 2022), rail 
fastener defect inspection (Chen et al., 2019), catenary 
support device inspection (Liu et al., 2020), railway scene 
dehazing to enhance the effect of railway object detection 
(Wu et al., 2020), and railway scene parsing (Tong et al., 
2022); 2) point cloud based: rail track detection 
(Sahebdivani et al., 2020), contact wire measurement with 
LiDAR (Geng et al., 2022) and point cloud segmentation for 
railway environments (Geng et al., 2023). However, most of 
the works are based on the data collected by UAVs that are 
completely controlled by human labor. In practice, manually 
manipulating for data collection not only spends much time 
and labor costs but also leads to unexpected missing shots of 
the key facilities if the attitude of the UAV or the mounted 
gimbal cannot be adjusted in time and correctly during flight 
and ultimately leads to missed inspections of key components 
or facilities. Thus, the data acquisition section has become the 
critical bottleneck of UAV-based railway inspection. 

To realize intelligent UAV-based inspection of the railway 
track area, UAV-based automatic data collection of this area 
is necessary. As a prerequisite of that, it is quite essential to 
develop intelligent railway track detection algorithms. In the 
data acquisition process with UAVs, they need to know 

where the area is and be able to locate the area during the 
flight process in the first place. On the one hand, railway 
tracks are the most iconic facility in the area. On the other 
hand, the gauge of the track pairs always maintains a constant 
value (1435mm in China), which can provide a very accurate 
position reference for locating the track area accurately. 
Hence, concerning the issues discussed above, this paper 
manages to establish a real-time railway track detection 
architecture for UAV aerial images of railway scenarios. 
However, according to our knowledge, the task of railway 
track detection towards UAV aerial images is seldom 
investigated. Although some previous works (Guclu et al., 
2021; Saini and Singh, 2021) have developed railway track 
extraction or detection models based on traditional vision 
recognition algorithms, they still cannot adapt to the aerial 
images of changing railway scenarios. Rail track detection 
from UAV point cloud based 3D model construction 
mentioned before is impossible to produce real-time closed-
loop information feedback to the UAV (Sahebdivani, Arefi 
and Maboudi, 2020). Despite that, lane detection powered by 
deep learning has made significant progress in recent years 
with the help of the lane detection benchmarks: TuSimple 
(TuSimple, 2017), CuLane (Pan et al., 2018), and LLAMAS 
(Behrendt and Soussan, 2019). In view of the similarities 
between lane detection and railway track detection, these 
works provide a possible solution for this issue. 

 
FIGURE 1. Various forms of railway track with changing backgrounds 
and pixel widths from the perspective of UAVs. Their shapes can be 
affected by the flying height of the UAV, the attitude of the UAV, and 
the attitude of the mounted gimbal, etc.  

The existing lane detection methods can be divided into 
three categories according to lane representation strategy: 
parametric prediction methods, segmentation-based methods, 
and anchor-based methods. In the parametric prediction 
methods, the lanes are expressed by curve equations. So, the 
parameters of the formulated equation are predicted directly 
corresponding to the lanes in the image. PolyLaneNet 
(Tabelini et al., 2020) and LSTR (Liu et al., 2021) based on 
the transformer (Vaswani et al., 2017) proposed to regress the 
polynomial lane curve equation with a deep network for the 
first time. This kind of polynomial equation cannot be used 
directly to deal with both extreme cases of railway tracks 
(near-horizontal and near-vertical zone) at the same time, 
which will result in unpredictable fitting errors. Thus, they 
cannot be adapted to the changing inclination angles of 
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railway tracks in the UAV images and the accuracy of the 
methods still needs to be improved. For the segmentation-
based methods, rather than the generally mentioned semantic 
segmentation, lanes are represented at the instance level (Hou 
et al., 2019; Abualsaud et al., 2021; Ko et al., 2022). But it is 
inefficient to describe the lane line as a mask that needs 
excessive pixel-wise classification rather than presenting the 
line shape. Because of the discreteness of pixels that have 
degrees of freedom in two spatial dimensions in the predicted 
masks, some post-clustering strategies are widely adopted to 
improve the instance accuracy(Neven et al., 2018; Ko, Lee, 
Azam, Munir, Jeon and Pedrycz, 2022).  

To overcome this problem, anchor-based detection 
methods were proposed, which are also state-of-the-art 
models for lane detection currently. For the detection of line-
shaped structures, a common practice adopted in the anchor-
based lane detection methods is to sample uniformly in one 
spatial dimension (the vertical dimension in most cases) and 
determine the final location in another spatial dimension (the 
horizontal dimension in most cases). In this way, all the 
predicted points have only one degree of freedom in the 
dimension for locating, which can incorporate the inherent 
prior property of line-shaped structures into deep 
architectures. As shown in Figure 1, the pixel width and the 
inclination angles of railway tracks compared to lane 
detection in road traffic can be varied in the images collected 
by UAVs under different flight heights and attitudes. Besides, 
the background information can also be largely different.  

Concerning all these diverse challenges, this paper 
proposes an anchor-adaptive railway track detection network 
(ARTNet) to realize full-angle railway track detection with 
high accuracy. The study concentrates on the detection of 
railway tracks for the UAV aerial images, which is realized 
by a group of positioning anchors with horizontal or vertical 
directions. These anchors with different directions are closely 
linked to the two branches of the network. The dimension of 
the customized feature maps in the network is completely 
decided by these anchors. The predicted locations of railway 
tracks are determined by the activated cells that are discretely 
distributed in each anchor. The main contributions and 
novelties of this paper are presented as follows: 

(1) Concerning the problem that there is no methodology 
to detect railway tracks of arbitrary inclination angles, this 
paper proposes an anchor-adaptive dual-branch railway track 
detection network based on projection length discrimination, 
which can realize full-angle railway track detection; 

(2) Aiming at the potential imbalance of the two branches 
in the proposed framework due to the uneven distribution of 
the angles of railway tracks in the dataset, a balanced 
transpose co-training strategy is proposed to coordinately 
train the whole dual-branch network and improve the 
prediction effect; 

(3) To take full advantage of the structural feature of the 
proposed dual-branch framework, an extra customized 
transposed consistency loss is proposed to efficiently guide 
the training of the network and improve the detection 
accuracy without increasing any computational complexity. 

The following parts of this paper are organized as follows: 
Section 2 mainly introduces the proposed deep network 
architecture and its corresponding co-training strategy, along 
with the design of the loss functions used in the training 
process; Section 3 makes a series of experiments and gives 
sufficient analysis and discussion to verify the effectiveness 
of the proposed formulation; Section 4 presents the 
conclusion of the whole paper. 

2 METHODOLOGY 
In this section, the existing anchor-based methods and their 

drawbacks are introduced first. Then this paper proposes an 
anchor-adaptive rail track representation method to adapt to 
the diversity of inclination angles of railway tracks from the 
perspective of UAVs. Based on that, this paper presents the 
anchor-adaptive dual-branch architecture dubbed ARTNet for 
railway track detection towards UAV aerial images. To train 
both branches coordinately and effectively, a balanced 
transpose co-training strategy is proposed. Moreover, an 
effective integrated loss function is designed to enhance the 
accuracy of the network without increasing computation 
complexity. For clarity, Table 1 is first presented to give 
descriptions of some main variables and abbreviations used in 
this paper. 

 
FIGURE 2. Illustration of the traditional "vertical sampling and 
horizontal positioning" row anchor-based method (Qin et al., 2020), in 
which an image is gridded into many cells and an extra cell is attached 
to the end of each row of cells indicating no railway track exists in that 
row. (a) shows a normal case with this representation method. (b) shows 
a typical failure case under this formulation.  

Currently, there exist two different types of anchor-based 
detection methods. The first kind (Chen et al., 2019; Li et al., 
2020; Xu et al., 2020; Tabelini et al., 2021) performs the 
optimization process on the lane via regressing the 
coordinates relative to the detected line-shaped anchors (also 
called line proposal), which are adapted from the box anchor 
in the object detection architectures: Faster R-CNN (Ren et 
al., 2017) and Mask R-CNN (He et al., 2017). All the line-
shaped virtual anchor lines are predefined. LaneATT 
(Tabelini, Berriel, Paixão, Badue, Souza and Oliveira-Santos, 
2021) has achieved state-of-the-art performance on multiple 
lane detection datasets. The second kind (Philion, 2019; Qin, 
Wang and Li, 2020; Yoo et al., 2020) usually first grids the 
image into many cells and each row of these cells are called a 
row-anchor. Therefore, this method predicts the line location 
at each row and performs row-anchor based classification of 
the gridded image. A normal case is presented in Figure 2(a). 
All the lanes are sampled once at each row anchor. The 
constraints in terms of continuity and the whole shape of the 
lane can be added to the formulation easily.  
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FIGURE 3. Two scenarios for anchor-adaptive railway track representation based on projection length discrimination with a sampling rate of 15 (ds 
= 15). The first row (a, b) and the second row (c, d) show the representation of horizontal and vertical positioning anchors, respectively. The first 
column (a, c) is for scenario 1 and the second column (b, d) is for scenario 2. All these horizontal or vertical predefined anchors are gridded into dg+1 
separated cells (or locations). An extra gridding cell is appended to the end of each positioning anchor to denote the absence of railway tracks. Green 
circles and red circles indicate the location of railway tracks in the image. The black circles indicate the location where blue circles and green circles 
are overlapped. The maximum count on the arrow indicates the projected length in the orthogonal direction to the positioning anchors’ direction. 

In Figure 2, the blue and green cells indicate the location 
of the two tracks, respectively. The red cells indicate the 
location the colors blue and green are overlapped. Despite 
some row anchor-based models having achieved advantages 
in both accuracy and speed in dealing with lane detection 
from the perspective of cars, they still cannot address the 
problem of directional diversity of railway tracks from the 
perspective of UAVs. 

In the task of lane detection, the car-mounted front camera 
is usually fixed and has a stable field of vision. Therefore, 
except for the dynamically changing traffic flow on the road, 
the approximate direction of lanes of the road scene as 
background remains unchanged. It is just because of this 
characteristic that almost all anchor-based lane detection 
methods take the "vertical evenly spaced sampling and 
horizontal positioning" as a natural pattern for lane 
representation (Li, Li, Hu and Yang, 2020; Qin, Wang and Li, 
2020; Tabelini, Berriel, Paixão, Badue, Souza and Oliveira-
Santos, 2021). However, the railway tracks from the 
perspective of UAVs usually don’t match the criteria, and 
they always have various inclination angles in UAV aerial 
images. As a typical failure example shown in Figure 2(b), 
when the direction of the tracks is almost horizontal, a single 
railway track is represented by only one cell or location, 
which cannot be used to represent a whole railway track 

obviously. This indicates the shortcomings of the traditional 
lane representation method. 

TABLE 1. Description of variables and some abbreviations 
used in this paper. 

Variable Description 
h Height of the input image. 
w Width of the input image. 
ds The number of positioning anchors. 
dg The number of gridded cells for positioning anchors. 
N The maximum number of railway tracks in the dataset. 
lv Mean projection length of all predicted track proposals. 
lh Mean projection length of all predicted track proposals. 
si Start location of the i-th predicted railway track. 
li Projection length of the i-th predicted track proposal. 

DBA Dual-branch architecture. 
BTCS Balanced transpose co-training strategy. 
TCL Transposed consistency loss. 
PLD Projection length discrimination. 

ARTNet Anchor-adaptive railway track detection network. 

2.1 Anchor-adaptive rail track representation 
The inclination angles of railway tracks can be various in the 
images collected by UAVs at different flight heights and 
attitudes. When the angle between the direction of railway 
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tracks and the direction of positioning anchors becomes 
relatively small or even close to zero, the traditional anchor-
based representation fails to represent the railway tracks 
effectively. Thus, like the concept of network ensemble 

methods (Alam et al., 2019; Benamara et al., 2020; McCoy et 
al., 2022), this paper proposes an anchor-adaptive dual-
branch railway track representation method for aerial images. 

 
FIGURE 4. The overall architecture of the proposed ARTNet. There exist two branches in this network, i.e., H-branch and V-branch. The H-branch 
and V-branch correspond to the horizontal and vertical positioning anchors, respectively. The green layers in the features of the two branches show 
the direction of anchor selection (or classification). 

A railway track is represented by a group of ordered 2D 
points which are uniformly sampled from the image as 
illustrated in Figure 3. The order pattern of these points is 
determined by the principle of “left to right, top to bottom”. 
This order needs to be consistent across data annotation, data 
augmentation, and target prediction. The sampling process is 
completed by a series of positioning lines, the directions of 
which can be horizontal or vertical. All these positioning 
lines are defined as anchors. The predefined positioning 
anchors are discretely and uniformly distributed in the image 
in the horizontal or vertical direction, the number of which is 
denoted as dimension ds. Usually, the number of predefined 
positioning anchors is far smaller than the image size, which 
means: sd h  and sd w . To formulate the positions 
effectively, all positioning anchors are gridded into a lot of 
cells or locations. That means each positioning anchor is 
gridded into dg+1 little cells. Then for each positioning 
anchor, a location (or cell) can always be found to best 
represent the location of the railway track in that positioning 
line. An extra gridding cell is appended to the end of each 
positioning anchor to denote the absence of railway tracks. In 
this way, a railway track in the image can be formulated as 
the set of locations of these cells in all positioning anchors, 
denoted as { } 1

sd
i i

P Loc
=

= , in which { }1,2, , , 1i g gLoc d d∈ + . 

However, the direction of the positioning anchors can be 
horizontal or vertical. It is believed that the more sampled 
points there are, the closer it is to the true shape of railway 
tracks. Thus, given Ph and Pv denoting the representation 
under horizontal positioning anchors and vertical positioning 
anchors respectively, the final representation of the railway 
track can be determined by projection length discrimination: 

 
,  
,  

h h v

v h v

P l l
P

P l l
≥

=  <
 (1) 

in which lh and lv indicate the mean value of the projected 
lengths of the N railway tracks in the orthogonal direction to 
the positioning anchors’ direction respectively. The length is 
not the pixel length in the image but the counted number of 
valid positioning anchors. In Figure 3, the projection length 
of (a), (b), (c), and (d) are 13, 1, 15, and 15 respectively. That 
also means lh and lv for scenario 1 are 13 and 15 respectively, 
while lh and lv for scenario 2 are 1 and 15 respectively. 
Therefore, the results in the second row for scenarios 1 and 2 
will be chosen as the final representations.  

2.2 Railway track detection network 
To adapt to the proposed representation method, this paper 
proposes a novel anchor-adaptive dual-branch railway track 
detection network, as presented in Figure 4. The network 
mainly includes four parts: feature extraction, customized 
feature maps, projection length discrimination, and proposal 
generation. An overall flow chart of these four parts is 
depicted in Figure 5. Firstly, the image is input to the network 
for feature extraction. Then these features are processed 
further and reshaped into customized feature maps with 
specific dimensions. Next, the feature maps are used to 
complete projection length discrimination and proposal 
generation, respectively. The discrimination results will be 
also used for the final proposal generation. 

The first step of the presented ARTNet is the backbone for 
feature extraction, which can be achieved by any commonly 
used CNN like ResNet (He et al., 2016). The output of this 
step is a down-sampled feature map 'C H W

backF × ×∈R  from 
which the features corresponding to each anchor will be 
generated from a max-pooling process, as described in the 
following part. For the sake of reducing the dimension, a 1×1 
convolution is appended to produce a channel-reduced 
feature map C H W

RF × ×∈R , which can bring a large reduction 
in computational cost. Then FR is flattened and reshaped as a 
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feature vector C H W
LinF ⋅ ⋅∈R . Then a fully connected layer 

functioning to the vector FLin will generate a new global 
feature vector (  1)s gd d N

globF ⋅ + ⋅∈R , which can be described by 

 glob LinF F= +W b  (2) 

in which (  1)s gd d N C H W⋅ + ⋅ × ⋅ ⋅∈RW , (  1)s gd d N⋅ + ⋅∈Rb , and N denotes 
the maximum number of railway tracks in the dataset. Finally, 
the Fglob is utilized to form two branches for anchor-adaptive 
railway track detection, which are called H-branch and V-
branch, respectively.  

To cope with the anchor-based representation of railway 
tracks, the detection is formulated into a selecting task based 
on the extracted global features Fglob based on the positioning 
anchors. As mentioned above, each positioning anchor is 
gridded into dg cells and for each positioning anchor, a 
location (or cell) can always be found to best represent the 
location of the railway track in that positioning line. An extra 
cell is appended to the end of each anchor to denote the 
absence of railway tracks in that positioning anchor. Hence, 
there are dg+1 cells in each anchor to determine the best 
location of a single railway track. Based on that, the globF  is 

reshaped into FH and FV respectively, where (  1)s gd d N
HF × + ×∈R  

and (  1)g sd d N
VF + × ×∈R . With FH and FV, the locations of the 

railway track and their projection lengths can be determined. 
All cells that are distributed in the positioning anchor 
correspond to certain points that are uniformly distributed in 
the image. These two different types of cells correspond to 
two different types of points with different degrees of density. 
But these different types of points are not good or bad 
because there is always an optimal way of railway track 
representation existing between them. 

It should be noted firstly how to use FH and FV to 
determine the exact positions of the cells, i.e., Ph and Pv, for 
the railway tracks in the image. It is easy to recognize that all 
the gridded cells for all ds anchors and N tracks are in one-to-
one correspondence with the feature values in FH and FV. 
Here, FH and FV correspond to the horizontal and vertical 
positioning anchor-based railway track representation 
respectively. Thus, the predicted locations of the i-th track 
based on HF  can be determined by: 

 ( ) ;  ,  ,  ,   h H j k i
k

P i j argmax F=  (3) 

where 1,2,...,i N= , 1,2,..., sj d=  and 1,2,..., 1gk d= + . The 
argmax function is used to find the index of the maximum 
value in a vector. In the same way, the predicted locations of 
the i-th track based on VF  can be determined by: 

 ( ) ;  ,  ,  ,   v V k j i
k

P i j argmax F=  (4) 

where 1,2,...,i N= , 1,2,..., sj d=  and 1,2,..., 1gk d= + . In fact, 
our formulation is to choose the best positions of railway 
tracks for every positioning anchor with the extracted global 
features. Railway tracks are defined as many gridded cells on 

the predefined positioning anchors, i.e., horizontal or vertical 
positioning anchors. Therefore, railway track detection can be 
determined by choosing the best cells on these predefined 
positioning anchors, as presented in Figure 4. The green 
layers in the features FH and FV show the direction of anchor 
selection (or classification), along which the predefined 
anchors are gridded into dg+1 separated cells. Generally 
speaking, our approach is composed of (dg+1)-dimensional 
classifications of a dual branch network based on anchor-
adaptive railway track representation. 

 
FIGURE 5. Flow chart of main parts of the proposed ARTNet. 

It is also worthy to illustrate how to calculate the 
projection lengths of railway tracks with the extracted global 
features FH and FV, so as to fulfill the adaptive discrimination 
of the appropriate direction of positioning anchors. Here, it is 
expected to calculate the projection lengths of the railway 
tracks in two different directions in a regression way, while 
keeping a low computational cost. Inspired by the anchor-
based feature pooling method (Tabelini, Berriel, Paixão, 
Badue, Souza and Oliveira-Santos, 2021), in which every 
line-shaped anchor will have its corresponding feature vector 
(column-vector notation) pooled from the extracted features 
by backbone that carries local feature information, it is 
supposed to extract the max-pooled feature vectors from FH 
and FV to regress the starting position si and the projected 
length li of the railway tracks, i = 1, 2, …, N. The vector that 
is max-pooled from FH to regress si and li is obtained by: 

 ; ; ,  ,    H i H k ik
v max F= :  (5) 

where i = 1, 2, …, N and k = 1, 2, …, dg + 1. In the same way, 
the vector that is max-pooled from FV to regress si and li is 
obtained by: 

 ; ; , ,    V i V k ik
v max F= :  (6) 

where i = 1, 2, …, N and k = 1, 2, …, dg + 1. When ; H iv  and 

; V iv  are pooled from the two global feature maps, the fully 
connected layer is followed to finish the regression step. The 
max-pooled ; H iv  and ; V iv  contains the location information 
of the railway tracks and thus can be used to calculate the 
starting locations and the projection length values. The 
designed max-pooled vector can largely reduce the 
computation of the regression layer from ( 1)s gN d d× × +  to 

sN d× , in which sd  is far smaller than gd  usually to pursue 
the high precision of railway track detection task. It also 
should be noted that the max pooling here is not the kind used 
for dimensionality reduction in ordinary convolutional neural 
networks but refers to the process denoted in (5) and (6). The 
predicted starting locations si and projection length li can be 
obtained by: 
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 ( ) ( ),i i is l FC v=  (7) 

where v contains two forms, i.e., ; H iv  and ; V iv , 
corresponding to the two branches respectively. FC indicates 
the fully connected layer in the network. The regressed si and 
li designate a rectangular area in the image where the 
corresponding i-th railway track exists. The mean value of the 
projected lengths li of multiple railway tracks for the two 
branches can be calculated, denoted as lh and lv. In line with 
the proposed anchor-adaptive railway track representation 
method, the final prediction of the railway tracks { } 1

sd
i i

P Loc
=

=  
can be obtained by formulas (1), (3), and (4). 

FH and FV in the ARTNet are two customized feature maps. 
Their spatial dimensions, i.e., ds, dg, are completely 
determined by the railway track representation process. ds is 
the sampling dimension for the input image and dg is the 
gridding dimension for each positioning anchor, as listed in 
Table 1. As illustrated in Figure 4 and Figure 5, on the one 
hand, these two feature maps are adopted to regress the 
projection lengths of the railway tracks in the image; on the 
other hand, they are also used to generate the final railway 
track prediction based on projection length discrimination. In 
this way, the whole network can achieve anchor-adaptive 
railway track detection. Therefore, ARTNet is designed to 
cooperate with the proposed railway track representation 
method to realize railway track detection. 

It is easy to find that the proposed algorithm is much 
easier than the conventional segmentation-based methods 
which classify at the pixel level. It turns out that our ARTNet 
also has a lower computational cost. Supposing that the 
image size is h w×  and the max number of the railway tracks 
in a single image is N, the original segmentation-based 
methods need to perform classifications in N+1 dimension for 
h w× times, while ours needs only to conduct classifications 
in 1gd +  dimension for sd N× times. Therefore, our method 
needs ( 1)gds N d× × +  times of fundamental calculation, but 

the segmentation-based method will need ( 1)h N w× + ×  times 
of this kind of calculation. In common, the number of 
predetermined positioning anchors and gridded cells is far 
smaller than the input image size, i.e., , ,s gd d h w . For 
example, with ,  ,  ,   and s gd d h w N being 15, 150, 512, 512, and 
2 respectively, the computational cost for only the 
classification of our method is 4.53×103 while the cost of the 
segmentation-based method is 7.91×105. The computational 
cost is considerably reduced which implies the superior speed 
performance of our proposed ARTNet. 

2.3 Balanced transpose co-training strategy 
As formulated, the optimal positioning anchors can always be 
selected to perform railway track detection by projection 
length discrimination, in which case the two branches of the 
network are designed to be trained simultaneously in a 
weighted way. They will be assigned different weights for 
optimization in the training process, where the weights are 
determined by the projection lengths (see Section 2.4 for 
details). This means that the branch corresponding to a larger 

projection length contributes more to the loss function and 
thus receives a larger weight to be optimized. 

Despite the seemingly perfect two-branch architecture 
capable of detecting railway tracks in an anchor-adaptive 
manner based on projection length discrimination, each 
image can only contribute more to the parameter optimization 
of the branch with a larger projection length. A larger 
projection length means a larger weight for the parameter 
optimization during the training process. This means that if 
the angular distribution of the railway tracks in the dataset is 
not uniform, then there is a high probability that the two 
branches of the trained network have different capabilities for 
railway track detection. In this case, one branch is trained 
with higher capability and accuracy, while the other has not 
been optimized adequately yet. This can lead to unbalanced 
training of the two branches of the network. 

 
FIGURE 6. (a) Schematic diagram of angle distribution of railway track 
images taken by UAVs and ordinary road lane images taken by car-
mounted cameras. (b) Definition for the inclination angle of railway 
track or road lane marker and angle distribution comparison between the 
constructed RailTrack and CULane. 

Especially, if the projection lengths of the two kinds of 
representations differ greatly, in which situation the 
inclination angle is close to 0˚, 180˚, or 90˚, the training of 
the whole network can be only concentrated to one branch. 
Hence, there exist many such images in our dataset that can 
lead to unbalanced training of the two branches because of 
the unbalanced distribution of the inclination angles of 
railway tracks. Figure 6 gives an intuitive impression of the 
angle distribution comparison between railway tracks and 
road lane markers. As shown in the bottom left figure, the 
angle formed by the straight line of the railway track and the 
horizontal rightward direction is defined as the angle of the 
railway track. Also, the definition is employed to define the 
angle of the road lane marker similarly. The angle calculation 
of the curved one is done by simple linear regression. As 
illustrated in the bottom right figure, the distribution of 
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inclination angles of railway tracks in the images of our 
dataset is statistically counted. The angles of the railway track 
in RailTrack are mainly distributed in the near-horizontal and 
near-vertical zones. Compared to CULane, the distribution of 
the inclination angles of the railway tracks in the constructed 
RailTrack is extremely unbalanced. However, the pictures of 
railway tracks with extreme inclination angles are usually 
what the UAV-based railway inspection really needs, which 
poses a big challenge to the detection architecture. 

To deal with the potential imbalanced training problem, a 
balanced transpose co-training strategy is proposed to train 
the two branches coordinately. The transpose transformation 
can keep the order, i.e., left to right and top to bottom, of the 
sampled points of railway tracks unchanged, as shown in 
Figure 7. This special kind of order-preserving property is not 
possessed by other transformations such as rotation and 
mirroring. Two different examples of inclination angles of 
railway tracks are presented in Figure 7. For the left image in 
Figure 7(a), the representation of railway tracks adopts the 
horizontal positioning anchors. Correspondingly, such images 
will contribute more to the training and optimization of the 
H-branch. If this representation and the image itself are 
transposed, the horizontal positioning anchor-based 
representation of the railway tracks naturally becomes the 
vertical positioning anchor-based representation, which 
means that the transposed image can also be used to train the 
V-branch of the network with a larger weight. Similarly, for 
the right image in Figure 7(b), the representation of railway 
tracks adopts the vertical positioning anchors and such 
images will contribute more to the training and optimization 
of the V-branch. If this representation and the image itself are 
transposed, the vertical positioning anchor-based 
representation naturally becomes the horizontal positioning 
anchor-based representation, which means that the transposed 
image can be used to train the H-branch of the network with a 
larger weight. 

It can be concluded that if the anchor-adaptive 
representation of railway tracks based on the projection 
lengths is P for an image Q that can be used to mainly train 
one branch of the network, then the transposed image QT, 
with the corresponding representation denoted as PT, can be 
exploited to focus on training the other branch of the network. 
In this way, two different forms of the same image can be 
used to solve the problem of unbalanced training of the two 
branches caused by the extremely unbalanced distribution of 
inclination angles of the railway tracks in the dataset. 
Benefiting from the proposed balanced transpose co-training 
strategy, both branches can be effectively trained and will 
have consistent prediction ability in theory, which can meet 
the requirements of the proposed anchor-adaptive dual-
branch architecture based on projection length discrimination. 

Suppose the horizontal anchor-based representation of the 

image Q as { }; 1

sd
h H i i

P P Loc
=

= =  and the vertical anchor-based 

representation of QT as { };  1

sdT T T
v V j j

P P Loc
=

= = , then for i j=  

the following formula holds:  

 ; ; 
T

H i V jLoc Loc=  (8) 

where { }, 1,2,..., si j d∈  as shown in Figure 7(a). Similarly, the 
following formula holds as well: 

 ; ; 
T

V i H jLoc Loc=  (9) 

where  { }, 1,2,..., si j d∈  as shown in Figure 7(b). 

  
FIGURE 7. The illustration of the balanced transpose co-training 
strategy and its order-preserving properties for the sampled point groups. 

2.4 Design of loss functions 
For efficient and balanced training of the two branches and 
the backbone ahead of them, an integrated loss function is 
presented to accomplish the training and the optimization of 
the architecture. It mainly includes three parts: the weighted 
classification loss Lcls based on projection length 
discrimination, the smooth L1 regression loss Lreg, and the 
proposed transpose consistency loss LTC. Since there are two 
branches in the network, they can be used for track detection 
based on horizontal anchors and vertical anchors respectively. 
However, for a specific image, it is supposed that these two 
branches have different weights to be trained and optimized 
because of the different projection lengths correspondingly. 
The weights for these two branches to classify can be 
calculated by the softmax function: 

 ( )h h vl l l
hw e e e= + , ( )v h vl l l

vw e e e= +  (10) 

where e is the natural constant. As listed in Table 1, lv is the 
mean projection length of all predicted track proposals and lh 
is the mean projection length of all predicted track proposals. 
wh and wv are computed to weigh the losses of the two 
classification branches. Thus, the final weighted classification 
loss can be formulated by: 

 cls h clsh v clsvL w L w L= +  (11) 
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where Lclsh and Lclsv are both the Focal Loss (Lin et al., 2020) 
to constrain the classification of H-branch and V-branch in 
the network, respectively. Lreg adopts the Smooth L1 loss 
function to achieve the regression of the starting positions 
and projection lengths in the two branches, which can be 
calculated as follows: 

 ( )
1

1 n

reg i i
i

L y f x
n =

= −∑  (12) 

in which xi represents the vector vH; i or vV; i. yi indicates the 
regressed values including si and li. 

Now supposing the prediction of the original image Q and 
the transposed image QT, i.e., the j-th sampled point of the i-
th railway track in the image, are denoted with Loci, j and 
LocT

i, j, respectively, then a novel loss function is easily 
obtained to restrict the predicted results of the two branches 
for Q and QT according to the relative correspondence 
implied in Section 2.3. Thus along with the proposed 
balanced transpose co-training strategy, a transposed 
consistency loss function LTC is presented which can be 
calculated by: 

 ( ); , ;  , ; , ;  ,
1 1

1 sdN
T T

TC H i j V i j V i j H i j
i js

L Loc Loc Loc Loc
Nd = =

= − + −∑∑ (13) 

Then, an integrated structural loss function to train the 
proposed dual-branch network is presented as follows: 

 
TCcls regL L L Lα β γ= + +  (14) 

in which ,   and α β γ are loss coefficients. 

3 EXPERIMENTS 
In this section, a RailTrack dataset is constructed to perform 
UAV-based railway track detection, and the general setup of 
the relevant parameters is presented. Then the evaluation 
metrics adopted in this paper are introduced. The ablation 
study on the proposed dual-branch architecture, the balanced 
transpose co-training strategy, and the transpose consistency 
loss of ARTNet are conducted to validate the performance of 
these designs. This paper has also made comprehensive 
comparisons with other popular algorithms and some visual 
examples are presented. 

3.1 Dataset and parameter setting 
This paper has built a railway track detection dataset named 
RailTrack, in which all images are collected from some 
ordinary railway lines and Beijing-Shanghai high-speed 
railway line. All the images are taken by the Zenmuse H20T 
aerial camera, which is mounted on the DJI Matrice 30 RTK 
flying platform. The H20T is equipped with a 20-megapixel 
zoom camera that can achieve 23× hybrid optical zoom, 
which enables it to see the railway tracks clearly at high 
altitudes. The relative distance between the UAV and the 
railway plane is generally set to 50-80m and the lateral 
distance is usually set to 10-20m to ensure the safety of the 
railway's normal operation. All images in the RailTrack are 
taken with this distance setting. The RailTrack dataset is 
divided into the training part (893) and test part (223) 

including various kinds of images in which the railway tracks 
appear at different inclination angles and scales, as shown in 
Figure 1. All the images in the dataset have a resolution of 
1920×1080. The background information and the pixel width 
of the railway tracks in the dataset are also abundant and 
changeable for the sake of enhancing the generalization 
ability of the trained models. Figure 8 presents some photos 
of the image collection process with UAVs. The Matrice 300 
RTK equipped with Zenmuse H20T in the left image is both 
industry-level equipments produced by DJI company. 

 
FIGURE 8. Illustration of data collection, data annotation, and label 
position generation process. 

In this work, the formulated ARTNet and other 
comparative methods are trained with the same batch size (16) 
setting and input size (512×512) setting. Empirically, 
stochastic gradient descent is executed by the same Adam 
optimizer. And in the following ablation study section, all the 
trained networks are with a ds of 15 and a dg of 150. The deep 
modules in this work are all implemented with the deep 
learning framework PyTorch. 

As shown in Figure 8 some schematic working photos for 
data collection with UAVs are presented. Then the data 
annotation and label generation process are introduced. There 
are three steps in the process: (1) annotating to make railway 
track masks for the original images; (2) sampling the masks 
with horizontal and vertical anchors; (3) generating the final 
label positions. The data annotation adopts the software 
LabelMe to produce masks of the original images by drawing 
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polygons on them. The generated label positions are used to 
calculate the proposed integrated structural loss and perform 
prediction evaluation. During the data annotating process, the 
coupled railway tracks are labeled in the order of "left-to-
right, top-to-bottom". 

3.2 Evaluation metrics 
The most used metric in lane detection is the F1 score used in 
the CULane. Each lane marker is considered a line with a 
width of 30 pixels in the evaluation stage in CULane. 
Intersection over union (IoU) between the prediction and 
corresponding ground truth is calculated to determine the 
quality of the prediction. The prediction with IoU larger than 
θ is treated as a true positive (TP), and the one with IoU 
smaller than θ is treated as a false positive (FP). The ones that 
exist but are not detected are counted as false negatives (FN). 
the IoU threshold θ is predefined and usually taken as 0.5 in 
CULane. In this paper, an F1-related metric named mF1 
(Zheng et al., 2022) is adopted to better compare the 
performance of different algorithms. The mF1 is defined as: 

 ( )1 1@30 1@50 1@75 / 3mF F F F= + +  (15) 

where F1@30, F1@50, and F1@75 are F1 metrics when IoU 
thresholds are 0.3, 0.5, and 0.75 respectively.  

 
FIGURE 9. The IoU calculation between the proposal positions and 
their corresponding label positions. The proposal with IoU ≥ 𝜽𝜽 is treated 
as a true positive (TP) and the one with IoU < 𝜽𝜽 is treated as a false 
positive (FP). 

It should be noted that the output of the anchor-based 
method is usually not an array of pixels indicating the area of 
railway tracks or lanes but a group of proposal points. Figure 
9 has illustrated the IoU calculation between the proposal 
positions and their corresponding label positions. These 
points in this paper can be mapped by the activated cells 

existing in the positioning anchors. Each activated cell 
corresponds to a certain point in the input image. All these 
points constitute the final railway track proposal. Then a 
prediction rectangle area centered on these proposal points 
will be generated. In the same way, a ground truth rectangle 
can be generated as well. Both rectangles have the same pixel 
width. The IoU between the prediction rectangle and its 
corresponding ground truth rectangle will be calculated.  

But the pixel widths of railway tracks can be various in the 
UAV remote sensing images as illustrated in Figure 1. 
Therefore, to balance the validity and effectiveness of IoU 
calculation and the distribution of the pixel widths of the 
railway tracks in the constructed dataset, statistics on the 
pixel widths of the railway tracks in the dataset are counted. 
The widths of the tracks are mostly concentrated in 10-15 
pixels, followed by 15-20 and 25-30 pixels. The calculated 
mean value, 1/4 quantile, 2/4 quantile, and 3/4 quantile are 20, 
12, 15, and 28 respectively. Since the 3/4 quantile (28 pixels) 
can cover most cases of the railway tracks in our dataset, it is 
more suitable for the final evaluation of the generated 
proposals. Thus, this paper takes the 3/4 quantile to be the 
final pixel width to calculate the IoU metric for the predicted 
railway tracks and corresponding ground truths. 

3.3 Ablation study 
The effectiveness of the proposed three main designs in our 
formulation, i.e., dual-branch architecture, the balanced 
transpose co-training strategy, and the transpose consistency 
loss, have been investigated and verified. It should be noted 
that the balanced transpose co-training strategy can only be 
adopted when the dual-branch architecture design is used. 
The transposed consistency loss can only be adopted when 
the balanced transpose co-training strategy design is used. 
This paper takes the model proposed by (Qin, Wang and Li, 
2020) as the baseline. As shown in the top three rows in 
Table 2, three baseline models backboned by resnet18, 
resnet34, and resnet50 are first evaluated. All three models 
are randomly initialized and trained for 500 epochs and the 
results are far from satisfactory. The three baseline models 
have only one branch to detect the railway tracks in the image 
and no transposed image is used. These results illustrate that 
it is the architecture itself rather than the backbone network 
for feature extraction that limits the final capability of the 
baseline models. Noted that all the comparative models 
presented in Table 2 are trained for the same 500 epochs. 

Ablation on the dual-branch architecture. The 
architecture is designed to fulfill the adaptive representation 
and prediction of railway tracks. This kind of design makes 
the network into two branches: H-branch and V-branch, 
which positions railway tracks in horizontal or vertical 
direction respectively. When performing forward inference, 
the network adaptively selects a branch to predict the railway 
tracks according to their projected lengths in horizontal and 
vertical directions. With this adaptive design applied to the 
baseline model (rows 1-3 of Table 2) as shown in row 4 of 
Table 2, the F1-score-related values achieve an overall 
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improvement. Especially the mF1 value increased from 12.51 
to 51.35, which demonstrates the huge advantage and 
effectiveness of this dual-branch architecture design. In this 
part, only the original images are involved in this experiment 
without using any transposed images. 

In addition, the single-branch baseline trained with the 

simple transposed augmentation design is also evaluated, in 
which the original images and their transposed ones are both 
fed into the architecture to detect railway tracks by the final 
projection length discrimination. As given in row 7 of Table 
2, the result indicates the effectiveness and advancement of 
the dual branch network. 

TABLE 2. The ablation study results for the proposed three designs: the dual-branch architecture (DBA), the balanced 
transpose co-training strategy (BTCS), and the transposed consistency loss (TCL). A simple transposed augmentation (STA) 
design applied to the single-branch baseline is also evaluated. The projection length discrimination (PLD) is used accordingly. 

No. model backbone initialize DBA BTCS TCL PLD F1@30 F1@50 F1@75 mF1 
1 baseline resnet18 Rand.     19.51 13.72 4.31 12.51 
2 baseline resnet34 Rand.     19.27 14.34 3.74 12.45 
3 baseline resnet50 Rand.     19.38 14.74 4.14 12.75 
4 +DBA resnet18 Rand.     69.84 57.90 26.31 51.35 
5 +DBA+BTCS resnet18 Rand.     72.22 56.80 50.68 59.90 
6 +DBA+BTCS+TCL resnet18 Para.5     82.09 72.51 46.66 67.09 
7 +STA resnet18 Rand.     75.90 63.44 31.11 56.81 

 
Ablation on the balanced transpose co-training 

strategy. The strategy is designed to fulfill the balanced co-
training of the two branches of ARTNet. As mentioned above, 
the two branches are trained based on projection length 
discrimination of the railway tracks. The parameters of the 
branch corresponding to a larger projected length of the 
railway tracks can be updated with a larger weight. This 
means the unbalanced distribution of the inclination angles of 
railway tracks in the dataset can lead to quite different and 
unbalanced prediction capabilities of the two branches. To 
deal with this unbalanced training problem, this paper 
proposes a balanced transpose co-training strategy to train the 
dual-branch network, in which way both branches of the 
network can be efficiently and adequately trained regardless 
of the inclination angle distribution of the dataset. As 
illustrated in rows 4 and 5 of Table 2, the F1-measure-related 
values achieve an overall improvement when the balanced 
transpose co-training strategy is applied to the basic dual-
branch network. Especially, the mF1 value increased from 
51.35 to 59.90, which proves the huge superiority of the 
proposed design of the balanced transpose co-training 
strategy. As required by the training strategy, the transposed 
images are adopted to train the two branches of the model 
along with the original images in this part. 

Ablation on the transposed consistency loss. The loss 
function is also designed to guide the training of the proposed 
dual-branch network as part of the loss function. It is 
precisely because of the adoption of dual-branch architecture 
and balanced transpose co-training strategy that there is a 
certain relevance between the prediction results of two 
branches for the original and transposed form of the same 
input image. Based on this relevance, the transposed 
consistency loss is designed to obtain better consistency in 
the predictions of the two branches. As shown in rows 5 and 
6 of Table 2, the F1-score-related values also achieve an 
overall improvement when the loss is employed. Especially, 
the mF1 value increased from 59.90 to 67.09, which proves 
the great effectiveness of the proposed design of transposed 
consistency loss. Here the parameters of the network are 
initialized with that of the trained network in row 5 of Table 2 

because this loss is presented in an unsupervised form. In the 
case of employing the transposed consistency loss, if the 
network is randomly initialized, the network training will 
likely fail to converge. ,  α β , and γ  are all set to be 1.0 in 
this experiment. 

TABLE 3. The forward inference speed evaluation on the 
dual-branch architecture (DBA) design. “3090” means 
NVIDIA GeForce RTX 3090 card and 2060 means NVIDIA 
GeForce RTX 2060 card. The frames per second (FPS) 
values are reported below. 

backbone baseline +DBA 
3090 2060 3090 2060 

resnet18 372 225 233 140 
resnet34 226 127 161   94 
resnet50 171   72 135   61 

resnet101 145   43   66   37 
 
Ablation on the inference speed. The effects of the three 

designs on the inference speed are also investigated. 
Theoretically, the balanced transpose co-training strategy is 
just a kind of training strategy that will not lead to structural 
changes to the architecture. This means the employment of 
the balanced transpose co-training strategy will not slow 
down the inference speed of the network. In the same way, as 
part of the loss function, the transposed consistency loss is 
also a design that is only used and calculated in the training 
process rather than the forward inference process, which will 
also not make structural changes to the architecture. Thus, the 
transposed consistency loss will not affect the speed of the 
network, either. The design of dual-branch architecture 
changes the network from a single-branch form to a dual-
branch form, which can obviously lead to a decrease in the 
network reasoning speed. The relevant results are shown in 
Table 3. The network with dual-branch architecture has a 
certain degree of decrease in inference speed compared with 
the original baseline model. However, as the backbone goes 
deeper, this trend becomes less pronounced. It is also 
illustrated that the proposed ARTNet backboned with 
resnet18 and employed with all three designs, i.e., the dual-
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branch architecture, the balanced transpose co-training 
strategy, and the transposed consistency loss, can achieve an 

inference speed of up to 140 FPS. The inference speed of the 
proposed ARTNet is fast enough for practice. 
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FIGURE 10. Latency vs. mF1 score of different models on both 3090 and 2060 GPU cards. 

3.4 Comprehensive comparison 
To demonstrate the effectiveness of the proposed architecture, 
comprehensive comparisons with popular lane detection 
methods, i.e., SCNN (Pan, Shi, Luo, Wang and Tang, 2018), 
RESA (Zheng et al., 2021), and UFLD (Qin, Wang and Li, 
2020), have been conducted. The codes for three algorithms 
can be found at https://github.com/Turoad/lanedet. All these 
models are trained sufficiently with the input size of 512×512. 
These models are trained multiple times and the best-
performed models are adopted for comparison.  

TABLE 4. Comprehensive comparisons between some 
popular algorithms and the proposed ARTNet. 

model backbone F1@30 F1@50 F1@75 mF1 
SCNN resnet50 40.59 39.85 30.71 37.05 
SCNN resnet101 41.32 39.85 30.71 36.81 
SCNN vgg16 48.52 46.05 18.98 37.85 
RESA resnet18 40.51 40.15 26.64 35.77 
RESA resnet34 41.17 40.44 31.69 37.77 
RESA resnet50 40.80 40.43 29.87 37.03 
UFLD resnet18 19.51 13.72   4.31 12.51 
UFLD resnet34 19.27 14.34   3.74 12.45 
UFLD resnet50 19.38 14.74   4.14 12.75 

ARTNet resnet18 82.99 73.24 46.26 67.50 
ARTNet resnet34 86.85 81.86 58.73 75.81 
ARTNet resnet50 89.12 82.09 56.92 76.04 
ARTNet resnet101 88.44 81.86 58.05 76.12 

 
As presented in Table 4, the UFLD is exactly the baseline 

model mentioned above in the ablation study section. As can 
be seen, the UFLD models perform badly. Its capability is not 
limited by the backbone which is used for feature extraction 
but by the architecture itself. As for the series of SCNN and 
RESA, both have a large gap from our expected level. It is 
analyzed that the performance of SCNN and RESA are 
affected by the existence of the near-horizontal railway tracks 
in the images, which can be proved by some visual examples 

presented in rows 3 and 4 in Figure 11. As can also be 
concluded, it is not the backbone that limits the capability of 
SCNN and RESA but the architectures themselves. 

TABLE 5. Evaluation index for different inclination angular 
ranges for the test set. “N-horizontal” represents near-
horizontal rail tracks and is defined in the range of 0~30˚ and 
150~180˚. “N-vertical” represents near-vertical rail tracks and 
is defined in the range of 60~120˚. 

ranges N-horizontal N-vertical others in total 
TP 247 82 61 390 
all 290 97 71 458 

percentage 85.2% 84.5% 85.9% 85.2% 
 
Adapted from the baseline model UFLD, the proposed 

ARTNet can deal with full-angle railway track detection of 
various UAV aerial images. As illustrated in Table 3, the 
proposed ARTNet backboned by resnet18 can obtain 67.50 of 
mF1 metric, far outperforming the comparative SCNN, 
RESA, and UFLD model series. When the backbone is 
changed to a larger one, i.e., resnet34, resnet50, and 
resnet101, the mF1 metric is promoted to 75.81, 76.04, and 
76.12 respectively, which implies the superior performance 
and effectiveness of the proposed dual-branch architecture. 
The proposed ARTNet can efficiently address the problem 
that the original UFLD confronts in the transfer from lane 
detection task to railway track detection task toward UAV 
aerial images. 

To compare the forward inference speed of the proposed 
ARTNet and other models, a series of comparative 
experiments on an NVIDIA Geforce RTX 3090 and 2060 
card respectively with input size 512×512. Combining the F1 
scores, the computational speed results are reported. As 
shown in Figure 10, the latency vs. mF1 curves of different 
algorithms can be roughly divided into three different levels. 
The low-level models cannot apply to the constructed 
RailTrack dataset very well, including UFLD. The models in 
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this area are in fact not suitable for the detection of railway 
tracks in RailTrack and are even not suitable for the railway 
track detection of UAV-bases aerial images of railway 
scenarios. The middle-level models can recognize quite a 
number of railway tracks but are still limited to the detection 
of non-near-horizontal railway tracks, including SCNN and 

RESA. The proposed ARTNet is distributed in the high-level 
area and outperforms all other models in terms of both 
latency and accuracy. More specifically, ARTNet can achieve 
an FPS of up to 233 for forwarding inference in the NVIDIA 
Geforce RTX 3090 platform compared to 26 of SCNN and 93 
of RESA. 

 
SCNN RESA ARTNet SCNN RESA ARTNet 

FIGURE 11. Visual examples of our formulation ARTNet compared to SCNN and RESA. 

It is analyzed that the dual-branch network and anchor-
adaptive railway representation proposed in this paper can 
deal with the railway tracks in all angular ranges including 
both near-horizontal and near-vertical ones and this has also 
been verified in our experiments. ARTNet can always select 
an optimal direction to generate railway track proposals by 
projection length discrimination. But other comparative 
algorithms cannot recognize the near-horizontal railway 
tracks under the traditional representation formulation. More 
evidence of visual examples can be found in the next section. 
Although the baseline model UFLD is faster than the adapted 
ARTNet, its accuracy results are far from satisfactory. In 
addition, some other models like LaneATT and ENet-SAD 
(Hou, Ma, Liu and Loy, 2019) are also included in the 
comparison but don’t obtain satisfactory results either. The 
experiments illustrate the superiorities of the ARTNet on 
railway track detection. 

Further, the predictions and their angular distributions of 
the 458 railway tracks in the test set of RailTrack are counted, 
as shown in Table 5. As can be concluded, the proposed 
ARTNet can deal with railway tracks distributed in various 

inclination angle ranges including those with extreme angles. 

3.5 Visual quality of railway track detection 
Several visual examples of the proposed ARTNet and the 
comparative algorithms, i.e., SCNN and RESA are presented 
in Figure 11, in which SCNN, RESA, and ARTNet are 
backboned with resnet50, resnet34, and resnet34 respectively. 
In general, our proposed ARTNet can effectively recognize 
the railway tracks of various angles, including those with 
near-horizontal and near-vertical inclination angles. For the 
examples in rows 1 and 2 and the left example of row 5, all 
models can recognize the two railway tracks very well 
despite some missed points for SCNN and RESA. 

Especially, the SCNN and RESA models are completely 
unable to detect the railway tracks with near-horizontal 
angles, as shown in rows 3 and 4 of Figure 11. As expected, 
this is a common shortcoming of the existing methods. In 
contrast, ARTNet can still detect this kind of railway track 
with high performance. Our approach can deal with both 
kinds of extreme cases of railway tracks, i.e., near-horizontal 
and near-vertical ones at the same time as well as the ones 
with ordinary inclination angles. The inherent properties of 
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the designed adaptive anchors and the mechanism of the 
projection length discrimination enable the architecture to 
detect railway tracks of near-horizontal and near-vertical 
angular ranges simultaneously. This is the exact key intention 
of designing this adaptive full-angle detection network. Some 
examples with trackside poles and electric cables are also 
included in rows 3 and 4 of Figure 11. As can be seen, the 
detection results will be hardly influenced by these poles or 
cables. Although they are also line-shaped objects, they can 
hardly cause negative effects on the detection of the railway 
tracks in the image. These visual results have demonstrated 
the high performance and validity of our formulation. 

In the right example of row 5 and the left example of row 6, 
the detection results of the two railway tracks are cross-mixed 
which can be caused by the unbalance of the constructed 
dataset. But the proposed ARTNet can alleviate this problem 
to a large extent due to its global feature design compared to 
the other two comparative networks. The bottom left example 
shows an example with relatively low accuracy. In this case, 
the predicted points for the left track deviate to the right track. 
It is analyzed that this type of image has certain optical 
distortion and is present in the dataset in small numbers, 

which can possibly result in such poor prediction 
performance. But as can be seen, both other two models 
generate worse predictions with more chaotic point 
distributions, which indicates the superiority of ARTNet. For 
the bottom right example in which one of the railway tracks 
are severely occluded by the trees, both SCNN and RESA 
can detect only one railway track. Compared to them, the 
proposed ARTNet can recognize the existence of both two 
railway tracks with higher performance, occluded or not. 
ARTNet integrates certain fully connected layers to produce 
the customized global feature maps FH and FV. This makes 
both feature maps have a global receptive field on the input 
image, which means they can extract more useful features to 
discriminate the existence of railway tracks. 

It is also worth noting that the proposed model is not only 
suitable for the detection of long straight railway tracks, but 
also all types of railway tracks including curves. In our 
formulation, each railway track is represented as a series of 
discrete points with sampling dimension ds. Except for 
straight line-shaped railway tracks, these ds points can also 
represent railway tracks in any shape. More evidence can be 
found in the next section. 

 
FIGURE 12. Visual examples of ARTNet on the test set of the datasets NormalRail and Rail4Track. The left three columns are cases from the 
NormalRail dataset and the right three columns are cases from the Rail4Track dataset 

3.6 Experiments on the generalization ability 
Theoretically, the proposed ARTNet can be used not only for 
railway track detection in railway scenes but also for line-
shaped infrastructure detection in other scenes. Thus in this 
section, two more datasets named Rail4Track and 
NormalRail are constructed to evaluate the generalization 
ability of the proposed detection architecture.  

TABLE 6. The size of the training, validation, and test sets 
for the datasets Rail4Track and NormalRail. 

dataset training validation test in total 
Rail4Track 1290 270 290 1850 
NormalRail 3500 750 800 5050 

 
The images in Rail4Track and NormalRail are captured 

from the UAV-mounted camera view and the front camera 
view of the train respectively. Both involved up to four 
railway tracks (i.e., N = 4). As listed in Table 6, the two 

datasets have 1850 and 5050 images respectively, all of 
which have a resolution of 1920×1080. To improve the 
generalization ability of the network, the transformations of 
random brightness and random motion blurring are included 
in Rail4Track and random snow, random rain, and random 
fog are involved in the images of NormalRail. The splitting 
details of these two datasets have been presented in Table 6. 
All the models in this section are trained for the same 200 
epochs. The network weights that perform best on the 
validation set during the training process will be used as the 
final model for evaluation and testing. 

The network setting for two different datasets is illustrated 
in Table 7. The resnet34 is adopted to be the backbone of 
these two cases. Other parameter settings are the same as the 
setting mentioned in Section 3.1. Evaluation results on these 
two datasets are shown in Table 7. The proposed ARTNet 
can achieve an mF1 of 67.13 and 63.88 on the two different 
datasets respectively, which proves its capability in detecting 
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such line-shaped infrastructures. Some visual examples of 
various experimental scenarios including curved segments, 
rail switch segments (or Y-shaped segments), and multiple 
tracks are presented in Figure 12. Some examples of 
augmented rain, snow, fog, and motion blur are also involved. 
The left three columns of Figure 12 are cases from the 
NormalRail dataset. Both the straight ones (row 1) and the 
curved ones (row 2) can be recognized with high accuracy. 
The three well-performing examples of row 3 show the ones 
with augmented rain, snow, and fog respectively. The right 
three columns of Figure 12 are cases from the Rail4Track 
dataset. The first and the second row shows the scenarios for 
multiple tracks and rail switch (Y-shaped segment) 
respectively. Examples in the third row are the augmented 
ones with low brightness, high brightness, and motion 
blurring. These results have demonstrated the ability of the 
architecture to be applied in different railway scenarios. 

TABLE 7. Evaluation results of ARTNet on the Rail4Track 
and NormalRail 

dataset ds dg F1@30 F1@50 F1@75 mF1 
Rail4Track 15 150 86.70 74.70 40.00 67.13 
NormalRail 25 250 87.00 74.69 29.94 63.88 
 
Experiments in this section illustrate the proposed ARTNet 

has good generalization ability on the task of railway track 
detection. ARTNet provides a general railway track detection 
architecture for various UAV-based inspection scenarios, 
which has a wide range of application prospects.  

4 CONCLUSION 
This paper proposes a novel anchor-adaptive dual-branch 
architecture based on projection length discrimination to 
realize full-angle railway track detection for UAV-based 
railway aerial images. Along with the deep architecture, a 
balanced transpose co-training training strategy and an extra 
customized transposed consistency loss are proposed to guide 
the training of the two branches of the network in a more 
efficient and balanced way without increasing any 
computational complexity. Our approach can deal with the 
extreme cases of railway tracks with both near-horizontal and 
near-vertical inclination angles at the same time as well as the 
ones with other ordinary inclination angles. Experiments have 
demonstrated the huge superiorities of the proposed ARTNet 
in terms of both accuracy and inference speed, which can 
achieve an mF1 of 76.12 and an FPS of 66, outperforming all 
other comparative algorithms. The most lightweight version 
of the network can infer at a speed of 233 FPS. In the future, 
more experiments on some sophisticated learning algorithms 
such as neural dynamic classification, dynamic ensemble 
learning, and fast finite element machines will be conducted 
to further improve the detection accuracy and reasoning 
efficiency. More investigations will be performed to enhance 
the practical availability of the proposed method and the 
possibility to deploy the algorithm on UAV onboard 
computing devices. 
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